	AN APPROACH TOWARDS CAPACITY PLANNING
    Capacity planning overview 
Capacity planning is the process of determining what hardware and other software configuration will adequately meet the application needs. When an application is released in to production, it is important to be confident that the hardware configuration that is chosen will allow the application to function properly and meet the performance requirements goals that were agreed upon. These agreed performance goals are often called as service goals or service level agreement.
Gathering accurate performance requirements is an important activity in capacity planning process. It is important that we cannot generalize the process because each application is different, instead we can offer general guidelines that gathers the performance requirements. If you underestimate the production –level demands of the application, it may under perform or it may even fail .This translates to unhappy users. Overestimating the demands placed in the application is also not undesirable .No company would like to invest on hardware than what it is required.
Hence capacity planning requires an accurate definition of the performance requirements of the application. These counters should include counters like concurrent users, expected response time, CPU utilization, memory utilization, etc…. Once these are defined, the planning need to focus on the required hardware configuration that will meet the application needs. Lastly the capacity planning process involves performance testing of the application with the chosen hardware configuration for verification.



	 Importance of capacity planning 
The  first and foremost factor is the user experience .Users have experienced ,when traffic on  particular application increases and if the application is not designed to handle the surge, the application response time detonates drastically .Studies have shown that if the response time is greater than the 10 seconds the users tend to quit  the application .
The second reason is that capacity planning helps us to decide amount of resources required in terms of CPU, bandwidth, RAM’s, etc...Which are needed to support required performance levels and the plans for future growth. Once we understand the limitations of the existing hardware configurations, we can estimate the amount of hardware required for the optimal performance of the application.
Application usage varies hourly and it is necessary to estimate the average number of users who are accessing the application at a given point of time. Through capacity planning one can determine concurrent number of users.
Factors affecting capacity planning
There are various factors which affect capacity planning and some of these are.
1. Programmatic and web based clients : There are two types of clients that can connect to a sever 

A) web based client ,such as browser and HTTP proxies  which communicate through HTTP and HTTPS protocol to the server 
B) programmatic client rely only on IIOP protocol and use RMI to connect to the server 
The stateless nature of the HTTP requires that the server handle more in terms of overhead .However the benefits of the HTTP client like availability of the browser and firewall compatibility are numerous and worth the performance costs.
On the other hand programmatic client are much more efficient than the HTTP clients because the IIOP protocol does more of the presentation work on the client side. The IIOP protocol operates through sockets has a long standing connection with the server.
2. Protocols used with clients: The protocol used for communicating with the client and the server is another factor which affects capacity planning. Normally used protocol for secure transaction is the Secure Socket layer (SSL) protocol. SSL is very computing intensive technology and the overhead of cryptography can drastically reduce the number of simultaneous connections that a system can support. Typically for every one SSL connection the server can handle up to three non-SSL connections.
3.  Database server capacity and user storage capacity : Most server deployment depends upon back end server such as database .The more reliance on such back ends systems ,the more resources would be consumed to meet the request .Often installation have find that their database server capacity run out even before the server does. Typically a good application will require a database three or four times much stronger than the application server hardware. Additionally it is good practice to place the application server and the database in different machines. 
An application might also require user storage for operations that do not interact with the database, for instance the server security information for each user. In such cases we need to calculate the size required to store information for each user and then multiply it for the total number of expected users.
4.    Current session and process: One of the main goals capacity planning is to set quantifiable goals for the deployment infrastructure. This requires determining number of concurrent session the server would be called upon. This affects capacity as the server has to track on the session objects in memory for each session. Use the size of each data to calculate the amount of RAM needed for each user.
 Next calculate the maximum number of clients who make simultaneous request and the frequency between the requests. It is also required to identify up frequently accessed components and allocate resource to them.
  Additionally other resource running on the same computer can significantly affect the performance and the capacity of the server deployment. The web server and the database should be deployed on two different machines.
5.   Application design issues: Application servers are only a platform to server the application to the user .Badly designed and unoptimized design can cause performance degradation. At the end to end perspective it is necessary to diagnose and fix any performance issues .Application optimization and performance tuning for specific deployment go hand in hand.
  Methodology for capacity planning 
A proper methodology has to be there for capacity planning .The below methodology walks the capacity planner in a step by step manner, through the process of analyzing the performance of the application and determine the right sizing and capacity of the deployment environment.
The main steps in the methodology are 
1. Characterizing the business case 
2. Functional analysis 

3. characterizing the user behavior 

4. Characterizing the IT infrastructure 

5. Characterizing the Work load 
6. Performance Model development. 

7. Performance prediction 
To achieve the above stated the following models are used 
· Business Model 
· Functional Model

· User Behavior Model

· [image: image1.emf]IT infrastructure Model 

· Performance Model

· Work Load Model


The Methodology 
1.  Characterizing the business case: The capacity planning starts with the Business characterization step. This steps aims to provide a general description about the business case, focusing on the main services provided and the business process and the activities needed to support these services. The result of the business characterization is the Business Model 
2. Functional Analysis : The functional model describes all the functional details that are provided in the application .This not only covers the functions seen by the customers but also the internal functions used by the management and the administrator .During this phase one should also identify different types of users who will use the functions provided by the application.
        Example  of the functions provided in the application:

· Browser

· Log in

· Log off

· Search

3. User Behavior Model: This describes the user behavior when using the system services. It is also helpful in the workload characterization.
The User behavior model consists of user behavior diagrams which shows the user behavior when using the application.

                                 Fig 2 : An example of User Behavior Diagram 
Figure 2 above shows the User Behavior, where in a user can be seen in different states found in a session and also the possible transition between the states. UBD helps in computing the average number of times a user interacts with the application during a session. 
4.   Characterizing the IT infrastructure: This step generates the IT infrastructure model which describes the details of the hardware and the software resources used to implement the application.
More specifically the IT infrastructure model should represent :
· The technology architect (Tiers, communication, etc…)
· Hardware platforms used –server machines, load balancers, etc….

· Software platforms used-Operating system used, web server, database server, etc...
· Communication protocols used.
· Communication equipment used 

The main purpose of the IT infrastructure model is to breakdown the system in to components.
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Fig 3: IT infrastructure Model
5. Characterizing the work load: In this step the system or the application is described in both qualitatively and quantitatively.
Following are the steps which are performed in the Workload characterization 
· To determine the components which are used by each function in the application.
The characterization process starts by analyzing each of the function identified in the system .The relationship between the function and the components can be shown in the matrix
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Application Function Vs the Components

· Identify the transaction at the component level.
          The next step is to identify the transactions which are used by the function .Here the transactions refer to any generic unit of work which is executed at the component.

Ex: 

       HTTP request to the server

       LDAP request served by the application directory 

       Database transaction executed at the database server 

· Describe the inter components interaction for each of the identified function 
Once the transactions are identified the next step is to describe the interactions between the components used in the function .With the help of Client Server Interaction Diagram (CSID) one can show the interaction between the components used in the server. There Should be a separate CSID diagram for each of the function identified .The Diagram represents the order of execution and the flow of control. The diagram also shows the communication used and their average size.

















· Identify the physical resources utilized at the component level
Here all the resources which are utilized by the component at each transaction are identified 
For Example each database transactions uses CPU, memory on the machine on which the database server is running.
·    Measure Workflow intensity at each component level transaction.
Once the resources are identified the next step is to quantify the amount of resources for each transaction at the component level.
Work load intensity gives an indication of the number of transactions that contend for the use of physical resources .Two common ways to specify the workload intensity are:
· Specify the average transaction arrival rates 
· Specify the average number of transactions in execution simultaneously 
·    Forecast workload evolution.

Here we try to predict how workloads are likely to evolve in the future. There are two main approaches to forecast, quantitative and qualitative. The Quantitative approach relies on historical data ,which is analyzed in order for the future values of workload parameters .The qualitative approach is a subjective method ,based on previous experience, intuition, expert opinions and other parameters.
6.   Performance Model Development 
The Performance model captures the performance and scalability characteristics of the system under test. Models represent the effect of the work load on the system resources. There are different types of models which have weak and strong points. The Model discussed here is the analytical model.
Analytical models are based on a number of formulas and computational algorithms, which are used to model the times that requests spent at the different system resources either receiving service or waiting (queuing) for being served. Such models are usually based on the theory of queuing networks and their main use is to predict the performance of a system as a function of the system’s description and workload parameters. Basically, analytic performance models require as input the data included in the IT infrastructure and workload models. By applying some mathematical formulas and laws one can estimate performance measures of the system such as average response time, transaction throughput and resource utilization. Performance models can be used to analyze the overall system performance, as well as the performance of individual components. 

Once performance models are built they need to be analyzed and validated in order to make sure the performance metrics calculated through their metrics match the measurements of the actual system within an acceptable margin of error.
7.  Performance Prediction 

 Once performance models are validated they can be used for prediction of the performance of the systems under various conditions 
The results could be used to plan the sizing of the resources needed in the production environment to guarantee that the application would be able t o meet the future workload levels.
In any case one should keep in mind that any results obtained through the use of models would always be approximated and there is no absolute guarantee that system will behave exactly as predicted in the analysis. Often there are other factors like content of software resource have a significant effect on the system and prevent them from performing to the expected level.
Conclusion 
The first step in capacity planning is to set quantifiable and measurable goals for deployment .It is an iterative process and continues after system deployment. During each deployment models are refined and updated to reflect the current state of the system. Capacity planning isn’t an exact science, and need to conservatively estimate the requirements .This is further compounded by the facts that the system load can often be quite unpredictable and can vary randomly.
- Sudhindra 
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Fig 1 Capacity Planning methodology 
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Figure 4: Example of a CSID for the Customer Registration Function








