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Abstract

Software engineering has been defined as the procedures, methods and tools that control the software development process and provide the foundation for building high-quality software in a productive manner. There are many dimensions to “software quality”, including, but not limited to, functionality, ease-of-use, flexibility, scalability, security and performance. Many of the software engineering methodologies focus on ensuring the software meets functional requirements while being produced within time and budget.

The performance requirement, however, is both becoming increasingly difficult to manage and more important to achieve. The move to client / server software architectures deployed on distributed systems has made traditional, queuing theory based analysis obsolete. This is compounded by Internet services in which information is sent to a user on a “subscription” rather than a “transaction” basis. Just as the nature of the software and computer systems has changed, so has the user community. 

This paper outlines a strategy by which the system’ s performance may be “engineered.” That is to say, rather than developing the system and first identifying performance issues during system test, quality assurance or even initial deployment, a software manager can mitigate performance risk from the very onset of a system engineering project.

1. Enterprise Technology and Performance
There can be little doubt that an enterprise’s information systems – in-house applications, third-party applications, data-computation, and communications systems – are of strategic importance. Whether or not those systems, and the management functions, have been “outsourced,” the organization relies on these systems for virtually every facet of its business. If these systems don’ t function, the business doesn’t function. If these systems cannot scale up, business growth is hindered. And if the systems perform poorly, the business performs poorly – loss in productivity, customers looking for alternatives, excess time and money spent in trying to fix a problem.

In many cases, system performance is evaluated far too late in the system life cycle. In the worst case, performance issues are discovered as the telephone rings; irate users or customers complaining about response time. In slightly better case, the organization may undertake benchmarking prior to deployment. In this scenario, however, the application has been designed, coded and tested leaving increased expenditures for computation and communication resources as the only recourse.

Ideally, performance engineering is integrated throughout the entire system engineering methodology. Most methodologies focus on the tools and processes to ensure functional correctness and to manage the development process. There is little attention paid to the system’ s performance. One potential reason for this is that there are different groups within the Information Systems (IS) organization responsible for user applications; compute infrastructure and the communications networking. Too often, system performance is considered as the domain of the “infrastructure” groups and not the application development staffs. Unfortunately, a poorly designed and developed application (from a performance standpoint) can become pathetic. 

2. Performance Risk Management 

Performance modeling is used to support the system-engineering project. Just as developers use data modeling, prototyping, and usage analysis to support engineering activities, performance modeling is focused on understanding and analyzing how the system will perform under various circumstances. Performance modeling involves creating, validating and using a model of a system to produce estimates of the key performance metrics:

Response time – how long will the system take to complete a particular piece of work such as a user transaction, a file transfer or some batch process?

Throughput – how much work the system can support. Typical throughput metrics include transactions per second, maximum concurrent users, and bytes per second.

Utilization – what percentage of time are the system resources in use. If utilization is too high, there will be longer queuing delays, leading to higher response times. If utilization is too low, then perhaps too much money has been spent for excess capacity.

3. Enterprise System (Definition & Assumptions)

Component
 Description

Business Process
The business processes drive the need for the system. As a user performs his or her work, the application(s) will be called upon to retrieve data, perform calculations and update information. Essential to performance engineering is an estimate of the volume of work to be performed.



User Applications
As mentioned, user applications support the execution of the business processes. When invoked, an application, either directly or via calls to other system services, use system resources. 

Key resources are:

CPU

Memory

I/O

Network

User applications may be developed internally or purchased from third parties. Certain support applications, such as email or Intranet, are considered user applications in this document.



DBMS
The database management system (DBMS) provides facilities to organize, store and manage corporate information efficiently. In some cases, the DBMS has the greatest impact to an application’ s overall performance.



Middleware and

System Utilities


This category covers a wide range of support software, including transaction monitors, and systems management functions. These utilities provide services for the user applications and the general management of the system as a whole.



Communications
The communications infrastructure provides the connectivity between the various compute platforms in the system. Both the physical connectivity and the services offered by the protocols are included in this definition. The communications networks (LAN, WAN, etc.) provide the Network resource used by the applications.



Computer Platforms
The compute platforms execute the applications, DBMS’ s and other software necessary. These are typically distinguished into “client” or desktop machines and “servers.” The compute platforms provide the CPU, memory and I/O resources.



4. Early stages of Performance Validation

Performance: the degree to which a system or component accomplishes its designated functions within given constraints, such as speed, accuracy, or memory usage.

Validation: The process of evaluating a system or component during or at the end of the development process to determine whether it satisfies specified requirements.

Validation of the responsiveness of systems includes: response time, throughput, and compliance with resource usage constraints. We consider the particular issues in the early development stages (concept, requirements, and design): in pre-implementation stages complete validation is impossible because measurements of the final system are not yet available. The techniques in pre-implementation stages require construction and evaluation of models of the anticipated performance of the final system. 

The result is a model-based approach. It is not perfect; the following problems must be addressed:

· In pre-implementation stages factual information is limited: final software plans have not been formulated, actual resource usage can only be estimated, and workload characteristics must be anticipated.

· The large number of uncertainties introduces the risk of model omissions: models only reflect what you know to model, and the omissions may have serious performance consequences.

· Thorough modeling studies may require extensive effort to study the many variations of operational scenarios possible in the final system.

· Models are not universal: different types of system assessments require particular types of models. For example the models of typical response time are different from models to assess reliability, fault tolerance, performability, or safety.

Thus, the model-based approach is not a perfect solution, but it is effective at risk reduction. The modeling techniques must be supplemented with a Software performance engineering process (SPE) that includes techniques for mitigating these problems.[1]

 The goal of the SPE process and the model-based approach is to reduce the risk of performance failures (rather than guarantee that they will not occur). They increase the confidence in the feasibility of achieving performance objectives and in the architecture and design choices made in early life cycle stages. They provide the following information about the new system:

· Refinement and clarification of the performance requirements.

· Predictions of performance with precision matching the software knowledge available in the early development stage and the quality of resource usage estimates available at that time.

· Estimates of the sensitivity of the predictions to the accuracy of the resource usage estimates and workload intensity
· Understanding of the quantitative impact of design alternatives, that is the effect of system changes on performance.

· Scalability of the architecture and design: the effect of future growth on performance.

· Identification of critical parts of the design.

· Identification of assumptions that, if violated, could change the assessment.

· Assistance for budgeting resource demands for parts of the design.

· Assistance in designing performance tests

4.1. Validation for Responsiveness and Throughput

The general approach to early validation of performance is similar to any other engineering design evaluation. It is based on evaluating a model of the design, and has five steps:

1. Capture performance requirements, and understand the system functions and rates of operation,

2. Understand the structure of the system and develop a model, which is a performance abstraction of the system.

3. Capture the resource requirements and insert them as model parameters

4. Solve the model and compare the results to the requirements.

5. Follow-up: interpret the predictions to suggest changes to aspects that fail to meet performance requirements.
4.2.  Benchmark

Many organizations have application and system benchmarking (office, lab, testing, etc.) facilities. Separate from the production environment, these facilities allow the systems designers and developers to evaluate the system in a controlled environment. These facilities may have the ability to support performance benchmarking; specific testing to determine the performance of the system. In these cases, the following is assumed:

Ability to generate a workload (user transactions, etc.) that represents the anticipated usage demand.

Ability to measure and collect key performance metrics – response time, throughput, and utilization.

Ability to analyze collected data.

4.3. Metrics and ARM (Application Response Measurement)

The ultimate goal of any performance engineering initiative is to ensure the system is responsive,

supports the workload and stays within budget. Systems provide measurements at various levels to be used to help analyze system performance. 

Typical metrics include the following:

Utilization – indicates what percentage of time a resource was in use over a given period

CPU time – amount of time an application or process has spent using the CPU

Memory – amount of memory used by an application or process

I/O – amount of I/O generated, may also be a utilization of the I/O subsytem(s)

Packet size and volume – Typically measured by a network device such as a sniffer or as part of a router’ s management information base (MIB), these statistics provide information regarding the network traffic.

Application Response Measurement (ARM) is an emerging set of standards and technologies (API’ s, collections agents, etc.) that allow the application developer to identify and collect response time measurements at various points in the application. The ARM technologies allow these metrics to be representative of the business process as a whole. Using ARM, the application can report response times for each of these functions as well as the transaction as a whole. With this information, the analyst can separate “think time” from actual system processing time and determine which application functions contribute most heavily to any delay the user experiences.[5] [6]
5. Performance Engineering throughout the System Development Life Cycle

To achieve a responsive, scalable system, performance must be “engineered” throughout the life cycle. Trying to retrofit performance improvements will cost significantly more, both in terms of their implementation and the delay in deploying the system. The following sections take a step-by-step view in how to integrate performance engineering into the life cycle.

5.1. Requirements Analysis

Most of the effort in requirements analysis focuses on the functionality the system must provide. From a performance engineering perspective, key information must be obtained:

Definition of the workflow or usage scenarios.

Estimate the volume for each scenario.

Determine response time requirements for the scenario as a whole and for critical intermediate points.

A usage scenario describes, at the business process level, the envisioned interaction between the user and the system. Typically, these scenarios make assumptions regarding the system’ s capabilities, architecture and design.

A usage scenario differs from a business process design. Business process designs, commonly

performed using flowcharts, document not only the basic process flow but also the anticipated exceptions.

A usage scenario is what the user is expected to encounter when executing the business process.

Scenario volumes are estimated based upon current and forecasted business activity. The intention is to ultimately determine the activity the system is expected to support during normal and peak periods. For each scenario identified, the following volume estimates are used:

Total number of users who will perform the scenario

Total scenario volume – for a given period (hour, day, week) how many times will this    scenario be performed

Scenario volume per user – how many times will a single user perform a scenario during a given period.

Maximum number of concurrent users that is during the normal or peak periods, how many users will be performing this scenario at the same time.

 For each scenario, the following response times should be identified as targets:

Total scenario duration, with an estimate of “think time.”

For each step, the amount of system “latency” or time allocated.

With this information, the scenario models can be developed. These models will be used to drive the application and system component models as they are developed.

5.2. System Architecture

While modeling system performance during the architectural phase(s) seems premature, it provides key decision making information:

Help validate that the proposed architecture will support system performance and scalability requirements,

Produce intermediate performance requirements to be used in system design and development activities,

Provide direction regarding the deployment of systems management performance data collection activities,

Begin to identify potential bottlenecks in the enterprise system.

The system architecture phase determines the basic assumptions to be used in designing, developing and deploying the application. One of two situations may exist: 

1) the application will be deployed in an existing environment or 2) the entire environment is being developed from scratch.

In the first, an existing environment, work should be done to characterize it. This should be done from the bottom up, concentrating on the resources. 

A baseline infrastructure model should contain the following:

Network topology,

Existing compute platforms,

Representation of the current workload.

The representation of the current workload may be developed using current resource utilization metrics. At this point, the baseline model should be executed and inspected to ensure it represents the existing system. If an entirely new system is planned, the baseline infrastructure model will be developed using system proposal documentation, output from architecture activities and possibly system’ s developers best guesses. The baseline model represents the “initial stake in the ground” and will be modified as the system becomes more fully defined.

As the architectural activities progress, the following basic decisions are made and analyzed using the performance model(s):

Placement of application functionality on the client and server compute platforms,

Distribution or centralization of data,

Use of middleware functionality,

Basic information flows through the system.

Combining the baseline infrastructure model and the workload estimates with the architectural elements above, the analyst can develop a first cut model of the enterprise system. The applications will be “black boxes” from a modeling perspective. Key assumptions will be made regarding the resource usage of the application. The analyst will use the model to explore various alternative architectures.

Once the optimal overall architecture has been identified, the application resource usage assumptions become the intermediate level performance requirements (or “budget”) for the designers and developers.

5.3. System design 

From a functionality standpoint, the system design activities take the architectural specifications and provide detailed system specifications. Similarly, the performance model(s) is refined based on the design decisions. 

As in the architectural phase, the model is used for the following:

Validate system design decisions,

Produce detailed performance requirements for development,

Identify the most critical application processes (functions, DBMS calls, etc.),

Provide guidance for the use of ARM technologies in development. [Rational Test Real time, 

   Rational Quantify]

The “black boxes” used to analyze the architecture are replaced by the design information and estimates of their performance. The model is re-run and the basic performance of the system is assessed.

If the performance is lacking, the designers have several options:

Refine the application’ s resource usage estimates. This will result in more stringent development requirements.

Increase the proposed compute power and / or network bandwidth. This will, of course, increase overall system costs.

Review architectural decisions in light of the more detailed design.

By the end of the design phase, the performance model(s) should be of enough detail so that actual performance metrics may replace the assumptions.

5.4. Development

Once development begins, the first “live” performance metrics can be taken. The assumptions made in the architecture and design phases are replace by actual application metrics:

CPU usage,

Memory usage,

I/O requests,

Network traffic.

If the actual performance metrics exceed the budget, the model may be used to examine various alternatives:

“Stealing” time and resources from other parts of the application. Just as the resource requirements were under-estimated for this part of the application, there may other parts for which the requirements were over-estimated. By modeling higher performance (i.e. tougher performance requirements) in those sections, the analyst can determine that impact.

Altering the design, either at the process level or for the system as a whole.

Increasing system resources.

During the Development phase, the critical activity is to collect the performance information properly. At this point, the benchmarking or model office facilities begin to be used. If the application has been developed using ARM technologies, that information can be used as well. 

[The tools that I suggest are Rational Test Real time, Rational Quantify etc.: These have a technique for source code instrumentation] [5].

Key considerations in obtaining the performance information:

Ensuring a controlled environment. The objective is to determine the performance of the application code “in a vacuum”. No other applications or unnecessary processes should be running that might skew the metrics, in particular response times.

Database sizing. For applications that access databases, the test database should be sized appropriately. While modeling can help determine performance in the production data base environment, an extremely small or trivial database may produce performance metrics too small to measure.

Understanding how the metrics is collected. When comparing metrics derived from actual observation with those from modeling, it is important to ensure an “apples to apples” comparison. 

5.5. Testing

System testing, particularly that done in a benchmarking environment, is used to validate functional correctness and produce performance information. For the purposes of this discussion, the Testing phase analyzes the system under an expected workload as opposed to the unit testing (done in development) that focuses on a small piece of code.

In general, the testing environment cannot recreate either the target environment or all the usage conditions for the application. The performance model, however, can analyze the system under all the expected conditions. In order to use the model in that fashion, it is important the model be validated.

During the Testing phase, the modeling and testing activities will mirror each other. The key goals are as follows:

Determine system performance under conditions as close to expected operational conditions as possible

Validate the performance model(s) to ensure that they are correct

Identify any performance anomalies that are unexpected performance issues or behavior.

In a benchmarking environment, there are three key concepts:

System under test (SUT): the application, server(s), databases, etc. to be tested.

System not under test (SNUT): the system used to drive the SUT. This system will typically collect response time metrics.

Workload: the specific experiments - scripts and usage volume (number of users, frequency, etc.) – that will be used to analyze the application.

To validate the performance model(s), the benchmark environment and tests are modeled. The model’ s performance information is compared against that collected in the benchmark. Key items to look at include:

Application response times,

Workload – did the model and the benchmark submit the same workload volume and, if controlled, at the same times,

Throughput – did the model and the benchmark complete the same amount of transactions,

Utilization – did the model and the benchmark show the same resource utilization,

Other specific metrics – if available, other metrics such as queue lengths may be used.

To produce the validation data, the model must closely match the benchmark environment as opposed to the expected operational environment. This may include:

Changing the compute and communication models to that of the SUT.

Modifying the workload representation and timings

Ensuring the performance data reporting matches how the SNUT collected information.

If the model does not validate against the benchmark, the analyst can do several things:

Examine both the model and the system closely to identify the source of variation, and if found, correct and rerun the validation experiments.

Accommodate the variance by changing or “tuning” model parameters to match the observations. While this is somewhat risky, that risk can be mitigated by performing a sensitivity analysis. In this analysis, the overall impact to the system of each critical variable is determined. If the tuned variables are not particularly sensitive, then the risk is lessened.

Accept the variation and understand the model’ s limitations in future analyses.

5.6. Quality Assurance

The Quality Assurance (QA) function is often assumed in the Testing phase. However, throughout the system life cycle, independent reviews of work product may be performed as part of an overall QA / risk mitigation effort.

Performance modeling is affected by the QA function in two ways: 

1) Supporting tool

2) QA process itself.

In its role as a supporting tool, performance modeling and analysis is used to demonstrate the system will meet performance requirements, thereby mitigating performance risk. Reviewing performance predictions in the Architecture and Design phases should be part of the overall review.

5.7. Deployment

Once the system has passed testing, it may be deployed to the user community in the production environment. Deployment may be a complete roll-out or phased, depending on the size of the user community, the size, complexity and cost of the application, and the potential impact to the enterprise.

During the initial part of the Deployment, the following should occur as part of the performance engineering initiative:

Validate the model using production metrics,

Validate the workload estimate. In some cases, initial usage may be higher than anticipated as the users learn and experiment with the new system.

To the extent possible, model and analyze the remainder of the system deployment. In a phased deployment, certain changes such as obtaining higher bandwidth circuits, more memory or faster CPUs may be feasible without jeopardizing budgets.

5.8. Operation

The last phase of a systems development initiative is to operate the system. This, however, does not mean the system remains constant. Typical changes that may affect system performance include the following:

Increased system usage due either to an expanding user base or increased business activity,

System changes to provide increased functionality

Deployment of new applications on the shared infrastructure

Deployment of new compute and / or communications technologies

Deployment of new software and/or database management technologies, for example new versions or releases. If the model(s) has been maintained and kept up to date, it can help analyze the impact of these changes and identify courses of action. 

To keep the model current, the following should be done:

Maintain usage statistics to ensure workload volumes are accurate. The usage statistics can be analyzed statistically to determine growth patterns and forecast future demand for the system.

Ensure any changes to the system are documented and tested to produce performance information. As changes are implemented, the old parameters should be replaced with the new information.

Re-validate the model using current user and performance information periodically. This is probably best done when there are few “fires” or other major initiatives occurring.

6. Summary

This document has outlined an approach to integrating performance modeling and engineering into the systems development life cycle. By developing and using a performance model of the system as that system is developed, the system designer / developer can manage system performance to mitigate the risks of deploying a poorly performing system.
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